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We discuss the formalization, in the Matita Interactive Theorem Prover, of a few elementary
results in number theory about the M&bius p function and the Euler ¢ function.

1. INTRODUCTION

The title of the paper must be understood in a strictly literal sense: we discuss
the formalization, in the Matita Interactive Theorem Prover [2, 3], of one page of a
traditional graduate textbook in Number Theory, and precisely the portion of text
spanning from line —9 of page 19 to line —6 of page 20 in Ireland and Rosen’s book
“A Classical Introduction to Modern Number Theory” [10] !(see appendix A).
The page is quite dense; the main notions and results are the following:

—definition of the Mobius p function
—proof of Xy, u(d) =0

—definition of the Dirichlet composition
——proof of the Mébius Inversion Theorem
—definition of the Euler ¢ function
—proof of Xg,¢(d) =n

Although the results are relatively elementary, the only formalization we are aware
of is by J.Avigad and other people, in Isabelle, as part of their proof of the prime
number theorem [6] . Intentionally, we did not look at [6] during our development,
since we did not want to be biased in our choices by a previous formalization.
However, a detailed comparison was done after the completion of the work, as
discussed in salient points along the paper. The style of the presentation will strictly
follow the original mathematical text, quoting the source (in framed boxes) and
discussing step by step its formalization. We shall just make a single large detour
concerning iteration and several theorems about its invariance under permutation
of the inputs (under the suitable conditions).

At the moment we started the work, the mathematical library of Matita already
contained the proof of the Fundamental Theorem of Arithmetic (unicity of the
decomposition in prime factors), Fermat’s Little Theorem and its generalization to
the Euler function, namely the fact that for any a coprime to n, a®™ =1 mod n.

The results contained in this paper have been presented in a two-hour lesson
given by the first author at the Types Summer School held Bertinoro in August
2007. All the scripts are accessible from the Matita Home Page.

L Among the several texts we consulted, we found [10] particularly accessible, only requiring a
familiarity with basic abstract algebra.
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2. THE MOBIUS 1 FUNCTION

“... We now introduce a very important arithmetic function, the Mobius
u function.

Forn € Z+, u(1) = 1, p(n) = 0 if n is not square-free, and p(p1ps...p) =
(—1)!, where the p; are distinct positive primes.”

The above definition of the p function is essentially based on the composition of
two other functions: the factorization function (already available in Matita), and a
function counting the number of the distinct primes (provided no prime has an order
greater than 1 in the decomposition, otherwise the result is 0). We could formalize
i as such a composition? or give a more direct definition, essentially obtained by
a partial evaluation of the former. According to our experience, working with a
direct definition is usually simpler.

The definition relies on the following auxiliary functions of the Matita library :

—(p_ord n p) returns a pair (g,r), where q is the order (or multiplicity) of p in
n and r is the remaining, i.e. n = p?r, where p does not divide r (for n = 0 it
returns the default pair (0,0));

—(nth_prime i) is the i-th prime number in progressive order;

—(max_prime_factor n) is the index of the largest prime in n, in the enumeration
of all primes;

—7Z, 0Z, oneZ and Zopp are respectively the type of integers, its zero, one, and the
function taking n to —n.

The definition is straightforward: we start looking for the max prime factor py in
n, and then call an auxiliary function, defined by primitive recursion over k that
computes the order of py in n, returns 0 if it is greater than 1 and otherwise recurs
on the remainder, changing the sign of the result.

let rec moebius_,aux pn: 7Z :=
match p with
[ O = oneZ
| S p1) =
match p_ord n (nth_prime pl) with
[ (pair g 1) =
match q with
[ O = moebius_aux pl r
| (Sal) =
match ql with
[ O = Zopp (moebius_aux pl r)
| (Sq2) = 0Z
]
]
]
]

2This is the approach in Isabelle, by D.Gray.
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definition moebius n: Z :=
let p := max_prime_factor n in moebius_aux (S p) n.

We remind the reader that Matita is based on the same foundational framework
as Coq - the Calculus of Inductive Constructions - thus embedding a notion of
normalization into its logic. As a consequence, all definitions are live and can be
evaluated just normalizing the involved expression.

3. Xpwu(D) =0

Proposition. If n > 1, ¥4, u(d) = 0.
Proof. If n = p{*p3* ...p;", then

Ed|n/1'(d) = E(m,---,q)“(pil 00 'p;l)
where the €; are zero or one. Thus

Sapait(d) =1 =1+ @) = 3) +...+ (=)' =1 -1)'=0

REMARK 1. The previous proof is standard. For instance, it can also be found
in [9] (Theorem 262, p.235), [11] (Theorem 2.2.5, p.63), [1](Theorem 2.1, p.25).

Existence and unicity of the decomposition into prime factors has been already
proved in Matita, and we may assume to have the list [a1;az;...q;] such that n =
pi'ps? . ..pt. We may also easily (re-)define p taking as input [a1;ag;. .. ], and
prove that if u(n) # 0 then a; is either one or zero (for the square-free condition).
It is also possible to prove that d divides n if and only if d admits a decomposition
of the kind p?l pg2 p?l where b; < a;. Notwithstanding all these property, the
equation

Edlnﬂ(d) = E(q,---,ez)ﬂ(pil .- 'p;l) (1)

is still far away. The point is that in order to formalize the statement we would need
a multi-dimensional sum ) ._ f(Z) parametric in n, @ € N" and f : N* — N,
whose definition is relatively complex, due to the dependent type N™.

The alternative approach followed in [6] is the following. Define the radical rad(n)
of a number n to be the greatest square free number dividing n. Then -, pu(d) =
Zd|,,ad(d) u(d). Finally, for some prime factor p of n write

dowdy= > pd+ D ud)
d|rad(d) d|rad(d),p|d d|rad(d),p fd
and prove that each term in the first sum is canceled by a corresponding term of
the second.
We followed still another route. Let p be a prime factor of n, and assume its order
innis a, i.e. n =p% and p fr. Then
Ed\p“r,u(d) = Ed\rzifau(pid) (2)

Since p fr then p fd and hence p(pd) = —p(d).
Moreover, for any i > 1, u(p‘d) = 0 since it is not square free. Hence, for any d,
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Sicap(p'd) = p(d) + p(pd) + Ba<i<ap(p'd)
— ld) - puld)
— 0

Formalizing the last row of equations is not particularly problematic. More complex
is the formal proof of equation (2). The problem can be essentially decomposed
into two subproblems:

(1) getting rid of the nested sum;
(2) proving that the sum is invariant under permutation of its addends.

We shall separately discuss the two problems in the following subsections. For the
sake of clarity, we shall stick to sums, but all results may be generalized to products
and, more generally, to arbitrary iterative constructs, provided the iterated function
is commutative, associative, and admits a neutral element. In Matita, all results
have been proved in the generalized form; specific cases are derived by instatiation
(they are still usefull for readibility, and notational purposes).

3.1 Nested Sums

Let us write

> gli)

i<n,p(i)

for the sum of all g(7) where i ranges over all integers less than n which satisfy the
boolean condition p (we shall sometimes omit the bound when it can be inferred by
the condition). We prefer boolean conditions to generic predicates for computability
reasons, but the following discussion can be easily generalized to the formers.

The above function is easily defined in a formal way by induction on n:

let rec sigmapnpg=

match n with

[O=0

| Sk = match p k with
[true = g(k)+(sigma_p k p g)
| false = (sigma_p k p g)
]

]

The following statement reduces a nested sum to a single sum:

S glig) =D glk/m,kmod m) (3)

i<n,p1(i) j<m,p2(j) k<n-m
p1(k/m)
p2(k mod m)

Formally:

theorem sigma_p2:

V n,m: nat.

V pl: nat — bool.

V p2: nat — nat — bool.
V g: nat — nat — nat.
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sigma_p n pl
(X x.sigma_p m (p2 x) (g x)) =

sigma_p (n*m)
(A x.andb (pl (div x m)) (p2 (div x m) (mod x m)))
(A x.g (div x m) (mod x m)).

The only interesting remark, here, is the type of the inner boolean test function po,
that does also depend, in general, on the outer index (a fact that is often transparent
in the usual mathematical notation). The theorem is proved by induction on n and
relies on the following lemma (proved, in turn, by induction over k):

S o= Y i+ Y gl
1<k+mn,p(i) i<k,p(i+n) i<k,p(3)

Here is the formal statement:

theorem sigma_p_plus: Vn,k:nat.V p:nat — bool.
V g: nat — nat.
sigma_p (k + n) p g
= sigma_p k (A x.p (x+n)) (A x.g (x+n)) + sigma_pn p g.

3.2 Invariance under permutation

The second important result is the invariance of the sum under permutation of its

addends:
> @)=Y glx) (4)
x<ny,p1(x) xz<ng,p2(x)
provided h is a bijection from {x < ny : pa(x)} to {x < ny : pi(z)}. The bijectivity
of h can be formalized in many different ways; we choose to explicitly provide the
inverse function:

theorem eq_sigma_p_gh: )
V g: nat — Z.
V h,hinv: nat — nat.V nl,n2.
V pl,p2:nat — bool.
(Vi. i <nl — pli =true — p2 (hi) = true) —
(Vi. i <nl — pli=true — hinv (hi) =1i) —
(Vi.i<nl — pli=true - hi<n2) —
(Vj. j <n2— p2j =true — pl (hinv j) = true) —
(Vj. j <n2— p2j =true — h (hinv j) =j) —
(Vj. j <n2— p2j =true — hinv j <n) —

sigma_p nl pl (A x.g(h x)) = sigma_p n2 (A x.p2 x) g.

J

There is an interesting remark to be made here. Consider the same result in the
particular case when the boolean conditions p; and po are true. That implies that
n1 = ny = n and h must be a permutation of the first n integers. The idea of
proving the result by induction on n does obviously face the difficulty that & is not,
in general, a permutation of the first n — 1 integers. The most elegant solution, in
this case, is to introduce the elementary notion of transposition

()
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between two natural numbers n and m, that is the operation swapping n and m.
This allows us to reduce the problem to the following simpler statement: for all

n,m<k
o) = a(( 1 )0 )
m
i<k i<k
Still, the previous equation is not entirely trivial, requiring a complete (course of
values) induction on the distance between n and m.

Somewhat surprisingly, the most general case of conditional sums turns out to be
simpler, since we may take advantage of the boolean condition to get rid of part of
the problems. The key lemma, in this case, is the following, almost trivial remark:
for any a < k such that p(a)

Y 9@y =gla)+ > () (6)

i<k,p(i) i<k

(i)

i #a
Then, the proof of equation (3) can be done by induction over ny. If ng = 0, then
it is easy to prove that p;(x) must be false for any = < ny. Suppose ny =k + 1. If

pa(k 4+ 1) = false then
dooogy= D) gl)
i<k+1,pa(7) i<k,p2(i)
and the results follows by induction (provided you prove that h and h~? still define
a bijection in the restricted interval). If pa(k + 1) = true then

> 9@ =gk+1)+ D g)
r<k+1,p2(z) x<k,p2(x)
glk+1)+ Z g(h(x)) by induction

z < ni,p1(x)
x#h Hk+1)

gh(h ' k+1))+ Y g(h(x))
xa;j}:i L (I])C 1 _(,'_ xi :

D 0) by (5)

z<ny,p1(z)

3.3 A composite statement
It is worth to combine together the two equations 3 and 4:
Yooglmy = > > glhali,g) (7)
z<k,pi(z) i<n,p21 (i) j<m,p22(j)

provided ho is a bijection between

{(i,5) < (n,m) : pa1(i) A paz(i, j)}
and

{z <k:pi(x)}

Formally:
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theorem sigma_p_knm:
V g: nat — nat.
V h2:nat — nat — nat.
V h11,h12:nat — nat.
V k,n,m.
V pl,p2l:nat — bool.
YV p22:nat — nat — bool.
(Vx. x <k — pl x = true —
p21 (hll x) = true Ap22 (hll x) (h12 x) = true
Ah2 (h1l x) (h12 x) = x A(hll x) < n A(h12 x) < m) —
(Vi,j.,i<n—j<m
— p2li =true — p221i j = true —
pl (h2i j) = true Ah11 (h2i j) =i AhI12 (h2i j) =j Ah2ij <k) —
sigma_p k pl g = sigma_p n p21 (A x:nat.sigma_p m (p22 x) (A y. g (h2 x y))).

Starting from 7, equation 2 is now easy to prove: it amounts to check that the
function h;(d,i) = p'd defines an isomorphism between {(d,i) < (r,a) : d|r} and
{x < p®r: x|p®r} (under the essential assumption that p does not divides r). The
inverse function is just (the symmetric of) p_ord, and the injective nature of p_ord
was a key lemma for the fundamental theorem of arithmetic, already proved in the
library.

4. DIRICHLET MULTIPLICATION

“The full significance of the Mdbius p function can be understood most
clearly when its connection with Dirichlet multiplication is brought to light.
Let f and g be complex valued functions on Z*. The Dirichlet product of
f and g is defined by the formula f ® g(n) = Xf(d1)g(d2) where the sum
is over all pairs (dy, ds) of positive integers such that dids = n.”

As remarked by the authors themselves a few lines later, the same definition can
be given whenever the codomain of f and g is an any abelian group, preserving
all properties of the multiplication. For the sake of simplicity, we consider Z itself.
This is our definition in Matita.

definition dirichlet_product f g n: Z :=
sigma-p (S n) (A d.divides.b d n) (A d. (f d)x(g (div n d))).

Up to our knowledge, there is no explicit definition of the Dirichlet composition in
[6], although it is implicitly used in most of their results.

“This product is associative, as one can see by checking that f®(g®h)(n) =
(f ® g) ® h(n) = Xf(dy)g(d2)h(ds) where the sum is over all 3-tuples
(dy,ds,ds) of positive integers such that djdads = n.”

The associativity property looks absolutely trivial. Unfortunately, its formalization
is not. The gap between the simple mathematical remark behind the previous
“proof”, and the actual complexity of its formal counterpart is one of the most
astonishing points in the formalization of these results in number theory. Avigad
and his coauthors experienced a similar puzzling sensation:
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“This type of “reindexing” is often so transparent in mathematical ar-
guments that when we first came across an instance where we needed it
[...], it took some thought to identify the relevant principle”. [6]

The point is the following. By definition
f@g(n)=3%g,f(d)g(n/d)

Hence
f®(g®h)(n) =
=Yg, |nf(d1)g @ h(n/d1)
= Ya,1n f(d1)(Bay|(n/ay)9(d2)h((n/dy)/dz2))
= 34, 1nds|(n/dy) f(d1)g(d2)h((n/d1)/d2)
while

(f®g)®@h(n)=
=Xqnf @ g(d1)h(n/dy)
= Edlln(zdgldl f(dz2)g(dy1/d2))h(n/dy)
= Y4, |nSdy|d, f(d2)g(d1/d2))h(n/dy)

In order to prove the equivalence of the two summations, we must hence exploit
the bijection between the following sets:

A ={(dy,d2) < (n,n) : da|n,dz|(n/d)}

B = {(dlad2) < (n7 n) : d1|nvd2|d1}

The bijection is easily found: h : A — B and h™' : B — A are the following
functions

h(d17 d2) = (d1d27d1)

h=(dy, d2) = (d2,dy/ds)

However, checking that they are inverse of each other (on the given domains) require
quite a lot of tedious computations. Even worse, with the results mentioned so far,
we should first get rid of (at least one of the) nested sum, that would furtherly
complicate the notation, mixing the division operations of the Dirichlet product
with that of equation 3. All statements would become quite unreadable. The only
solution is to give still another version of equations 4 and 7, dealing with nested
sums on both sides:

> > g = Y > glhai(i,4), haa(i5))  (8)
i<ni,p11(4) j<mi,p12(i,5) i<ng,p21(4) j<maz,p22(i,j)
provided (ha1, hag) is a bijection between
{(@,5) < (n1,ma) : p1a(i) A p12(4,5)}
and
{(7,5) < (n2,ma) : p21(i) A pa2(i,5)}
(with inverse function (hj1, h12)). Formally:

Journal of Formal Reasoning Vol. 1, No. 1, 2008.



A Page in Number Theory : 9

theorem sigma_p2_eq:

V g: nat — nat — Z.

V h11,h12,h21,h22: nat — nat — nat.

V nl,ml,n2,m?2.

V pll,p21:nat — bool.

V pl2,p22:nat — nat — bool.

(Vi,j. i <n2— j <m2—p2li=true —» p221i j = true —
pll (h11i j) = true Apl2 (h1l1i j) (h121i j) = true
Ah21 (h11i j) (h121i j) =i Ah22 (h11i j) (h121i j) =j
Ahllij <nl Ah12i j < ml) —

(Vi,j. 1 <n2— j <m2— plli=true — pl21i j = true —
p21 (h211i j) = true Ap22 (h211i j) (h221 j) = true
Ah1l (h21i j) (h221i j) =i Ah12 (h21i j) (h22i j) =]
Ah21ij <n2 Ah221 j < m2) —

sigma_p nl pll (X x:inat .sigma_p ml (pl12x) (Ay.gxy)) =

sigma_p n2 p21 (A xmnat .sigma_p m2 (p22 x) (A y. g (hll xy) (hl2 xy))).

5. THE INVERSION THEOREM

“Define the function T' by T(1) = 1 and T(n) = 0 for n > 1. Then
fT=Tef=["

feT(n Zf T(n/d) by def. of
= f( T(n/n) + Z f(d)T(n/d) byeq. 6
d<n,d|n
+ >0

d<n,d|n
= f(n)

The proof that T'® f = f is slightly more involved. The best solution is to prove
once and for all the commutativity of the Dirichlet composition. It is interesting
to observe that, from the mathematical point of view, such a property is so evident
that the authors do not even care to mention it! For the formal proof you have to
exploit the permutation mapping d in n/d between divisors of n.

A second remark to do is about extensionality. Matita is based on the Calculus of
Inductive Constructions, which is not an extensional theory. So, by the fact that
for any n, f ® T(n) = f(n) we are not authorized to conclude that f @ T = f, but
we must stumble along with the former, weaker equivalence.

“Define I by I(n) =1 for all n. Then f® I(n) =I® f(n) = Xg, f(d).” ‘

Prove f ® I(n) = f(n) and then use commutativity for the other equality. Again,
proving directly I ® f(n) = f(n) is far more complex.

“Lemma. IQu=p®I="1T.
Proof. p® I(1) = pu(1)I(1) =1. if n > 1, p® I(n) = Lgpu(d) = 0.

This is easy.
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“Theorem (Mobius Inversion Theorem).

Let F'(n) = ¥g)nf(d). Then f(n) = Xg,u(d)F(n/d).

Proof. F=f®I Thus Fu=(f)u=FfIeu) =fT={.
This shows that f(n) = F ® u(n) = Sg,u(d)F(n/d).

The formal proof essentially follows the same line, but is not as elegant, mostly
due to extensionality problems. Let us write = for the extensional equivalence of
functions, i.e. f = g iff Vn.f(n) = g(n). For instance, if we only know F & f® I we
cannot just rewrite F' ® p into (f ® I) ® p, since rewriting only works with Leibniz
(intensional) equality. The right way to proceed, here, is to prove first prove the
congruence of ® with respect to extensional equality, namely

fef—-g=d—-fog=fod

The complete Matita proof can be found in Appendix B.

6. Yy (D) =N

“... The Mobius inversions has many applications. We shall use it to
obtain formula for yet another arithmetic function, the Euler ¢ function.
For n € Z*, ¢(n) is defined to be the number of integers between 1 and
n relative prime to n. For example, ¢(1) = 1, ¢(5) = 4, ¢(6) = 2 and
#(9) = 6. If p is a prime, it is clear that ¢(p) =p — 1.7

The Euler ¢ function (sometimes called totient function) can be simply expressed
in terms of our sum operation as follows:

o= > 1
ged(i,n)=1

where ged(m,n) is the greatest common divisor of m and n.
Since the ged function already belongs to the Matita library, the previous definition
can be directly translated into its formal counterpart:

definition totient n: nat :=
sigma_p n (A m. egb (gcd m n) 1) (A m.1).

Note that, for simplicity, the sum stops at n — 1, so we do not count n as one of
the possible integers relative prime to itself: if n = 1, our sum correctly returns 1,
while if n > 1, ged(n,n) = 1 is obviously false.

Proposition. }_,, ¢(d) = n.

Proof. Consider the n rational numbers %, %, %, e "Tfl, . Reduce each
to lowest terms; i.e., express each number as quotient of relative prime
integers. The denominators will all be divisors of n. If d|n, exactly ¢(d) of

our numbers will have d in the denominator after reducing to lowest terms.
Thus >4, ¢(d) = n.

Before describing the formal version of this proof, let us try to make the previous
proof a bit more explicit.
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Let us define P; as the number of fractions having, after the reduction, d in the
denominator. We have to prove that Vd, d|n.P; = ¢(d).

It is clear that after reducing to lowest terms, we obtain fractions in the form %7
where d;|n and ged(p;,d;) = 1. Let = be a divisor of n; at least P, integers will
be less or equal than n, and relative prime to it (that is the numerators of those
fractions having z in the denominator), and so P, > ¢(x).

On the other hand, after the reduction there can’t be any other fraction with
denominator x, apart from those already considered. Suppose, towards obtaining
a contradiction, that there’s another fraction g, where ged(k,x) = 1, and k isn’t
any of the P, numerators introduced before. We are sure that k£ < z, because none
of the initial fractions was greater than 1. Since z|n, and n > 0 by hypothesis,
3l > 0.n = x *[. So the fraction % = % is one of the n fraction before the
reduction to lowest terms, because kxl < xx[, that is k+l < n. This fact guarantees
that [ must be one of the P, numerator achieved after reducing to lowest terms all
the fractions. So then P, < ¢(x).

Since P, > ¢(z) and P, < ¢(x), we have P, = ¢(z). It is now easy to obtain the
thesis of the theorem.

6.1 The formal proof
The formal proof strongly relies on sigma_p properties. By unfolding ¢ with its

definition we obtain
) DRD SRR ©
d<n+1,d|n i<d,gcd(i,d)=1

It is clear how these nested sums represent the scenario of the fractions reduced
to their lowest terms. The outer one is indexed over divisors of n, that is all the
possible denominators. For each outer index d’, the inner sum ranges over the
possible numerators of fractions having, after the reduction, d’' in the denominator.
Inner indexes, in fact, must be relative prime to d’, and less than it (here we have
a little difference with the “handwritten” proof, since we don’t work with =, but
we consider 2 instead, according to the definition of totient introduced before).
Our first problem is that the upper bound d of the inner sum depends on (in
this case, is) the index of the outer one, while the library theorems dealing with
nested sums (in particular, equation 7) do not consider this possibility. Instead of
generalizing those results, in this case it is simpler to change the bound adjusting
the boolean predicate of the inner sum (in order to maintain the same semantics)
in the following way

IS SRREED SR DI (10
d<n-+1,d|ni<d,gcd(i,d)=1 d<n+ldln i<n+1,
ged(i,d) =1
i <d
The previous transformation, as straightforward as it may seem, actually relies on
a couple of technical lemmas, whose proof is yet another tedious exercise.
The first one states that you may extend the bound, provided the boolean condition
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is false:

S ogliy=>_ g0) (11)

i<m,p(i) i<n,p(i)

if n <m and p(i) = false for n <i < m.

theorem false_to_eq_sigma_p:

V n,m:nat.n \le m —

V p:nat — bool.

V g: nat — nat.

(Vimat. n\lei — i <m— pi = false) —
sigma_p m p g = sigma_pnp g.

The second one states that you may change the boolean condition (and the body
of the sum), provided they have the same semantics on the given interval:

Z g1(1) = Z g2(i) (12)
i<n,p1 (%) i<n,p2 (i)

if p1(i) = pa(i) for any i < n, and g1 (i) = g=(¢) for any i < n satisfying p; (i):

theorem eq_sigma_pl: Vpl,p2:nat — bool.

V gl,g2: nat — nat.V n.

(Vx. x<n— plx=p2x) —

(Vx. x<n— plx=true —» gl x=g2x) —
sigma_p n pl gl = sigma_p n p2 g2.

Using equation 10 we are left to prove

> > 1=n (13)

d<n+ldln i<mn+1
ged(i,d) =1
i< d

Let now ¢ be the constant true boolean predicate; by induction over n it is very
easy to prove that
n = Z 1

Jj<n,t(j)

so that 13 can be rewritten as

> X 1= X1
d<n+ldln i<mn-+1 j<n+1,t(j)
ged(i,d) =1
i <d
As described before, the nested sums allow us to represent reduced fractions. In
this way its useful to think that the right dummy sum is indexed over the initial
numerators (before reduction numerators are all the values in [0,n[). The aim is
to complete the proof using theorem 7, finding a bijection between the couples of
indexes in the nested sums and the indexes in the right, dummy sum. The variables
of theorem 7 must be instantiated as follows:

—g=(\z.1)
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—p1 = (Az.true)

—pa1 = (Ad.d|n)

—po2 = (Am,d.m < d A ged(m,d) = 1)

—hg = (A\d, 1.0 * (n/d))

—hi1 = (Ajn/(ged(j,n)))

—hi2 = (Aj.j/(ged(j,m)))

Let us also define sets A; and Ay in this way:
Ay ={(d,i) < (n+1,n+ 1)|p21(d) A p22(d,i)}
Az ={jlp:(5)} = [0,n[

Each couple (a,b) € A; represents the fraction ¢ after the reduction, while each
element in A simply represents the numerator of one of the initial fractions (having
n in the denominator) before the reduction. It is easy to see that hs, applied to a
couple (z,y) € Ay, returns the numerator of fraction £ before the reduction, while
hi11 and hqo, applied to an element w € A, return, respectively, the denominator
and the numerator of the fraction % after the reduction. This bijection between A;
and A, is formalized in the two main hypothesis of theorem 7, and can be proved

using simple properties of gcd and divides listed in appendix C.

6.2 Isabelle proof

We shall now have a look at the proof of > djn #(d) = 0 in Isabelle Library®, making
a comparison with our proof in Matita, and trying to show how these two different
works share the same basic ideas.

While our proof is based on properties of sums, this one has a more set-theoretic
flavor. Even ¢ is defined as the cardinality of a particular set, in the following way:

¢(p) ={z € N1 <z <pAged(p,x) =1} (14)

The complete proof is composed of 23 elementary lemmas. We shall not see all

them in detail but we shall just describe the main ideas of the proof, emphasizing

the connections with the classic one introduced at the beginning of section 6.
Given n € NT, the proof starts with a few initial definitions:

—S={zxeZl<z<n}

—I={de Z1<dAdn}

—Vd € I.A(d) = {k € S.gcd(k,n) = d}

—Vd e I.B(d) ={m € N.1 <m < (n/d) A ged(m,(n/d)) =1}

—f:I—= N.f={)\x:In/z}

Even if they are not described explicitly in the original work, it is very useful to

also define the following functions, for d € I:

ra(k) =k/d: A(d) - N

3The complete proof is a part of Avigad’s work, and can be found at
http://www.andrew.cmu.edu/user/avigad/isabelle/NumberTheory/EulerPhi.html
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The two lemmas A_inj_prop and image_A_eq_B state, respectively, the following
results:

Vd € 1,14 is injective on A(d) (15)
Vd € I,r4(A(d)) = B(d) (16)

It is very easy to see that the family of sets A(i) (with ¢ € I) is a partition of S,
and so

|51 =" 1AG)] (17)

el

Hence, we have:

= Y aer [A(d)] by property 17
= > qer|ra(A(d))| by injectivity of rq4 on A(d)

= > aes | B(d)] by property 16

There is a clear relationship between sets B(i) and the reduction to lowest terms
described in the paper proof; for each divisor d of n, B(d) contains all and only
the possible numerators of reduced fractions, having % in the denominator. In fact
a generic element z € B(d) must be, by definition of B(d), less or equal than %
(because all the considered fractions are not greater than 1), and relative prime to
it (because these fractions are reduced to lowest terms).

We also see a clear connection with the nested sums 9 in Matita proof. In both
cases the outer sum ranges over the possible divisors of n, and the inner sum gives a
particular representation of the possible numerators in the reduced fractions. There
is just a little difference: while our proof considers the divisors of n as possible
denominators, in this proof the authors, given d|n, work with 4 as denominator.

Of course, this is not a real difference because, if d ranges over the set of the
possible natural divisor of n, % ranges over the same set.

The remaining part of Isabelle proof is essentially meant to formalize this obvious
equivalence.

Given d|n, according to definition 14 we have

So, by definition of f:

Two more lemmas I_inj_prop and f_image_I_eq_I prove, respectively:

f is injective on [ (20)
fa)y=1 (21)

Now 19 becomes
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n = > 4esr) ¢(d) by property 20
= D qer 9(d) by property 21

that is the thesis of the theorem.

7. CONCLUSIONS

In this paper we described the formalization, in the Matita interactive theorem
prover, of a few elementary results in number theory about the Md&bius p func-
tion, the Inversion Theorem, and the Euler ¢ function. Although our work and
that of Avigad et al. [6] are the only published formalisations of the mathematics
in question, some of the problems and of the techniques used for their solutions
frequently occur in different mathematical domains. For instance, Dirichlet con-
volution is meant to equip a certain function space with ring properties, and has
strong similarities with polynomial multiplication

n
pg=nr Zpk'Qn—k)
k=0

where the computation of the n — th coefficient requires a sum of addends indexed
over all possible pairs (k, j) such that k 4+ j = n.
Formal proofs of the convolution of polynomials can e.g. be found in [14] or [7]. The
latter proof is by a brute force induction; details of the former proof are not given in
the paper, but the following remark confirms the complexity of issue, independently
from the underlying proof assistant in use:

“We would like to remark that proving the associativity of this convo-
lution product presented a technical challenge as it turned out to be ex-
tremely tedious for the authors of [13]”.

Coming to the resources required for our work, it is clear that the amount of time
invested largely depends by the skill of the authors; moreover, most of the time
is usually spent not on the results themselves, but in integrating the library with
the needed lemmas or, even worse, revising, cleaning or generalizing already proved
statements (hence, with no clear trace, in size, of the work that was done). So,
any measure must be taken with the due caution. As a really rough estimation,
our whole contribution to the Matita library was likely to be around 4-5000 lines of
script code, for an effort in time of about 150-200 hours. That makes 2-3 minutes
per (script) line, and an average of 250-300 minutes for each line of the source math-
ematical text. The former datum is particularly impressive, and it is obviously the
main obstacle towards a larger diffusion of automatic provers in the mathematical
community. Most of the research effort in the area of formalized reasoning is fi-
nally aimed to reduce this cost; hence, inspite of the fact that its measure is clearly
very sensible to the nature of the mathematical text being formalized, this value
provides an interesting estimate of the state of the art.

Similarly, it is not so easy to compare the dimension of our development with
that in [6] due to the different organization of the subjects. This is a tentative
reconstruction:
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Content Isabelle Matita
Mobius Mu moebius.ma
lemma 526 lines 365 lines
Dirichlet Theory Inversion (up to | dirichlet_product.ma
convolution | mu_inversion_natl) 520 lines
Inversion 714 lines inversion.ma
theorem 100 lines
Euler ¢ EulerPhi (up to totientl.ma
lemma big_propl) 241 lines
389 lines
Total 1629 lines 1226 lines

Fig. 1. Matita vs. Isabelle

All “reindexing” operations for sums are contained in the file iter_p_gen, which
is 1632 lines long, but this should be compared with the 2351 lines of Isabelle’s
“Finite Sets” Theory (integrated by 200 additional lines of Avigad’s “FiniteLib”
Theory).

The above comparison is not meant to draw conclusions about the relative ef-
ficiency of the underlying proof assistants, but only to emphasize the substantial
similarity of the two developments, that in turns presumably reflects the overall
amount of work required for writing them. At the current state of the art, the com-
plexity of formalizing the results discussed in this paper is not likely to be sensibly
reduced by any of the already available tools.

More interesting is the comparison of the formal proof with the original mathe-
matical version. Ireland and Rosen [10] need precisely one page (36 lines) to present
all results discussed in this paper. This gives a “De Bruijn” factor of 34 for Matita
(45 for Isabelle). Even admitting that the page we considered is unusually dense,
the increase in the length of the formal version is much higher than the value of 3-4,
that looks typical of other mathematical subjects (see Wiedijk’s analysis). Growing
factors much higher than usual have been also testified in other parts of the formal
proof of the prime number theorem in Isabelle:

“In many cases, the increase in length is dramatic: the three and a half
pages of text associated with the proof of the error estimate translate to
about 1600 lines, or 37 pages, of proof scripts and the five pages of text
associated with the final part of the proof translate to about 4000 lines,
or 89 pages of proof scripts.” [6]

Even recognizing the extreme conciseness of mathematics, we should not make the
mistake to consider it as an intrinsic quality of its language. Since the age of 6,
humans are trained 5/6 hours a week to learn the idiom of mathematics and its
methods. This training is, for most people, quite hard, and not natural at all.
The compactness of the mathematical notation and the flashing effectiveness of its
arguments must be attributed, first of all, to the interpretative ability of the human
mind and the suitable, intensive training he received (possibly joined, in a few cases,
with some geometric intuition). It is well known that imitating the intellectual
capabilities of humans is one of the most difficult tasks for computing machines,
hence it is not evident at all that the traditional mathematical language and its
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explanatory style, explicitly meant for inter-human communication, should also
turn out to be immediately suitable or reusable for human-computer communication
or, even worse, for purely automatic elaboration.

It is often heard that mathematicians would not use interactive provers for the
reason that the language and techniques adopted but the current tools are too
far from their working practice. However, computer scientists normally talk with
machines in artificial languages explicitly devised to this aim, and quite far from
natural language, or any other scientific idiom. Surely, it is much easier for a
human to learn the commands of an interactive prover, than for a machine the
cryptic arguments of mathematics. In fact, the large majority of mathematicians
are not attracted by mathematical provers since the huge cost of the formalization
is not counterbalanced by the additional features (comprising automatic checking)
offered by the current tools. If we wish to convince mathematicians of the interest
of tools supporting the automation of formal reasoning, the only possibility it to
produce, soon or later, a genuinely new result. The flyspeck project, aimed to
formalize the proof of the Kepler Conjecture [8, 12], partly goes in this direction
(even if the proof has not been devised with the help of the computer, that would be
the crucial step). A more close-to-hand goal would consist to give a new, original
proof of a known result, or to find a new, unexpected relation between different
notions. From this point of view, the weaknesses of the current systems could even
turn out to be an unexpected feature, forcing the user to look for workarounds, or
more elementary arguments. As remarked in [6]:

The need to rewrite proofs in such a way may be frustrating, but the task
can also be oddly enjoyable: it poses interesting puzzles, and enables
one to better understand the relationship of the advanced mathematical
methods to the elementary substitutes.

The authors arrive to regret that, with the progress of the systems and their libraries
this re-founding work will gradually be less demanding, losing “one good reason for
investing time in such exercises.”

Actually, it is only desirable that interactive provers will provide in the future
more and more functionalities to support that work of re-invention of mathematics
that is the real novelty of the formal approach.
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A. IRELAND AND ROSEN'S SOURCE PAGES

52 Soee Arithmetic Fonctions 19

Proposition 22.2. If n is a positive tmeger, et n = py'pT --- pi* be its prime
decompesitdon, Then

(@ vmp=(a, + Yug +1)--- (3, + 1}
(b) o(m) = ((p ™" = /P, — DN(PF ™! — Dip2 — 1))~

(™" = Df(p — 1)
Proor. To prove parl (2) nolice that me|n il m = pip% - - frand 0 = b, = g,
for i =1, 2,..., | Thus the positive divisors of » are one-to-one correspon-
dence with the n-uptes (b, by, ... B wWith0 = b < oyfori=1 ... [ and
there are exnclly (u, + e, + 1}- - (o + 1) such n-tuples.

Toprove part (b) notice that a(n) = ¥, pip% - - pi*, where the sum is over
the above set of n-tuples. Thus, a(n) = (> _y g2 oo p2) -+ (T2 o),
from which the resull follows by use of the summation formula for the geo-
mettic seriss. O

There is an interesting and unsolved problem connected with the function
ofn). A humbet r is said to be perfect if afn) = 20 For example, 6 and 28 are
perfecl. L general, if 2% — Uls a prime, then n = {1 — 1) is peclect,
as cah be secn by applying part (b) of Proposition 2.2.2. This fact is already in
Euclid. L. Ewler showed that any even perfect number has this farm. Thus
the problem of ever: petfect numbers is reduced to that of finding primes of
the form 2+ — 1. Such primes are called Metsenne primes. The two out-
standing problems involving perfect numbers are the fellowmg: Are there
infinitely many perfect numbers? Are there any odd perfect numbers?

The multipticative analog of this problem i triviak An integer n is called
multiplicatively perfect ¥ the product of the pasitive divisors of nis a”. Such
a number cannot be 2 prime or a square of 2 prime. Thus there is a proper
divisor d such thal d # nfd. The product of the divisors 1, d, nfd, ard n 15
already #*, Thus n is multiplicatively patfect iff there are exactly two proper
divisors. The only such oumbers are cubes of primes or products of two
distinet primes. For example, 27 and 10 are muRiplicatively perfect.

We now intreduce a very important arithmetic function, the Mabius i
funclion. Forne %, p{1) = 1, p{a) = 0 il n is nol square-fres, and p{p,pz---
p.) = (= 1¥, where the p, are distinct positive primes.

Proposition 2.2.3. I n > 1, T, a(d) = 0.

ProOR. 1w = piipst -« pin, then Yoy p(d) = % o (P o+ - pi), where the
iy are 7ero or 1. Thus

dzhl-‘(d]-l—:+(?i_]—(;)+"'+[—1]'-{1—]}'-0. mi

The full significance of the Mébius y fanction can be understood most
clearly when its connection with Thrichlet multiplicatian is brooght to light.
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20 2 Applicutinng of Unigoe Factotization

Let fard g be camplex valoed functions on F'. The Dirichlet product of £
and g is defined by the formula = g(n) = 3 f{d, )o{d ), where ihe sum is over
all pairs (d,, d;) of positive intagers such that d,d, = ». This product is
associalive, as ane can ses by checking that fo(g o A}n) = (= g) = hia) =
¥ F(d,)g{d:)h(d3), where the sum is over all 3-tuples (d,, 4., d,) of positive
mtegers such that d,d,d, = n.

Define the function | by 1{I) = | and I(n) = 0 for n > 1. Then fol =
laf=4 Define I by Iin)=1 for all neZ*. Then feoI(n)=1-f(n) =

Lawf(d)
Lemma. {~p=pad =1

PROOF. ped{l) = p(DI(1) = 1. ¥ 2 1, po fn) = 3, pfd) = O The same
proof works for 1o 1 a

Theorem 2 (M3hius Tnversion Theorem). Let Fin) = 3, £{d). Then [{n) =
Yain fdYF(n}d).

PrROOF. F=fLThus Fopu = (fel)=p = f=(I>u) =f=1= [ This shows
that f(r) = F = uln) = ¥, sl F(nfd). O

Remark. We have considered complex-valued functions on the positive
mtegers. It 13 useful to nonice that Theorem 2is valid whenever the functions
take their value in an abekan group. The praof goes through word for word.

I the group law in the abeliap group is wrilten multiplicatively, the
theorem takes the followmg form; If Fi(n) = nﬂ,j'{d), then f(n) = ﬂdl-
Fin/dy e,

Fhe Mabins inversion theorem has many applications. We shall pse it 1o
obtain a formula for yet another arithmetic function, the Euler ¢ function.
Fot me &%, ¢ln) is defined w0 be the number of integers betwesn: 1 and n
relatively prime to n. For example &)= 1, $(5)=4, ¢6) =2, and
P9 = 6. If pis a prime, it e clear that {(H=p - 1.

Proposition 2.24. T4, #{d) = n.

Proor. Conaider the n rational cumbers Lin, 2in, 3/n, ..., (n — L}/n, nfn.
Reduce each to lowest terms; i&., express each number as a quotient of
telatively prime integers. The denominators will all be divisors of n. H d|n,
exactly ¢i{d ) of our numbers will have d in: the denomjsator after reducing to
towest terms, Thus } 4y, $(d) = n. |

Proposition 2.1.5. If n = p7p¥ - - p". then
f(m) = a1 — (1fp,J)1 ~ (ip)) - (1 — (1/p)).
PrOOF. Since n= Y 4|, ${d) the Mobius inversion theorem implies that $(n) =

Dawbldind = nw — Fonjp, + T oo nipp, e = ol — (Up)X1 = (Lip3))- -
(1 = () a
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B. PROOF OF THE MOBIUS INVERSION THEOREM

set "baseuri" "cic:/matita/Z/inversion".

include "Z/dirichlet_product.ma".
include "Z/moebius.ma".

(* moebius inversion theorem *)
theorem inversion: \forall f:nat \to Z.\forall n:nat.0 < n \to
dirichlet_product moebius (sigma_div f) n = f n.
intros.
rewrite > commutative_dirichlet_product
[apply (trans_eq ? ? (dirichlet_product (dirichlet_product f (\lambda n.Zone)) moebius n))
[unfold dirichlet_product.
apply eq_sigma_pl;intros
[reflexivity
|apply eq_f2
[apply sym_eq.
unfold sigma_div.
apply dirichlet_product_one_r.
apply (divides_b_true_to_1t_0 ? ? H H2)
|reflexivity
]
]
|rewrite > associative_dirichlet_product
[apply (trans_eq ? 7 (dirichlet_product f (sigma_div moebius) n))
[unfold dirichlet_product.
apply eq_sigma_pl;intros
[reflexivity
|apply eq_f2
[reflexivity
|unfold sigma_div.
apply dirichlet_product_one_1.
apply (lt_times_n_to_lt x)
[apply (divides_b_true_to_1t_0 ? ? H H2)
|rewrite > divides_to_div
[assumption
|apply (divides_b_true_to_divides 7 ? H2)
]
]
]
]
lapply (trans_eq ? 7 (dirichlet_product f is_one n))
[unfold dirichlet_product.
apply eq_sigma_pl;intros
[reflexivity
|apply eq_f2
[reflexivity
|apply sigma_div_moebius.
apply (lt_times_n_to_lt x)
[apply (divides_b_true_to_1t_0 ? ? H H2)
|rewrite > divides_to_div

[assumption
lapply (divides_b_true_to_divides ? 7 H2)
]
]
]
]
|apply dirichlet_product_is_one_r
]
]
|assumption
]
]
|assumption
]
qed.

Journal of Formal Reasoning Vol. 1, No. 1, 2008.



22 : A. Asperti and C. Armentano

C. SOME USEFUL LEMMAS

This appendix contains the list of all lemmas used in our development concerning
properties of division, modulus, ged, order and divide. The interest of such a listing
is to give a more precise idea of the degree of granularity of the formal proof. The
list of lemmas has been obtained automatically using the indexing functionalities
provided by Matita (see [4]).

C.1 division and modulus

le_div Yn,m.O <n—m/n<m
div_n_n Yn.O <n—n/n=1
div_mod Vn,m.O <m —n = (n/m)*m+ (n modm)

div_plus_times Vm,q,7:nat.r <m — (gxm+71)/m=q

C.2 divides
divides_n_n Vn.n|n
divides_to_mod_0 VYn,m.O < n — nlm — (m mod n) =0
trans_divides Yn, m,p.nlm — m|p — nlp
divides_to_le Yn,m.O <m —nm—n<m
divides_to_1t_0 Vn,m.O <m—nlm—0<n
divides_to_div Yn,m.n|m — m/nxn=m
div_div Vn,d:nat.O <n —dln —n/(n/d)=d

eq_times_div_div_times Va,b,c:nat.0 <b—clb— ax*(b/c)=(axb)/c

C.3 divides_b

divides is a binary property, while divides_b is its (computable) characteristic
function. We need a few lemmas relating them:
divides_b_true_to_divides
Vn, m.divides b n m = true — n|lm
divides_b_false_to_not_divides
VYn, m.divides b n m = false — n fm
divides_to_divides_b_true
Vn,m.O < n — n|m — divides_bn m = true
not_divides_to_divides_b_false
Yn,m : nat.O <n —n fm — divides_bn m = false
divides_b_true_to_1t_0
Vn,m.O < n — divides.bm n = true — O < m
divides_b_div_true
Vd,n.0 < n — divides_b d n = true — divides-b (n/d) n = true

C4 ord

Let us recall that (p_ord n p) returns a pair (g,r) such that n = p?r and p does
not divide r. The functions ord and ord_rem are respectively the first and second
projection of p_ord.
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p_ord_expl

Vp,n,q, 7.0 <p—p fr—on=plxr —pordnp=I{qr)
not_divides_to_p_ord_0

Vn, i.(nth_prime i) fn — p_ord n (nth_prime i) = (O, n)
p_ord_to_not_eq_0

Vn,i,q,m.1 <n — pordn (nthoprime i) = (qg,r) = r # O
divides_to_le_ord

Vp,n,m:nat.0O <n— O <m — primep — nlm — ordnp < ordmp
exp_ord

Vp,n.1 <p— 0 <n—n=plordnp)* (ord_rem n p)
1t_O_ord_rem

Vp,nl<p—-0<n—0<ordremnp

C.5 max prime factor

The max_prime_factor function has been abbreviated here as mpf for editorial
reasons.
divides_mpf_n
Vn.l < n — nth_prime(mpf n)|n
divides_to_mpfl
Vn,m.O <n— 0 <m—nm—mpfn<mpfm
p_ord_to_lt_mpfl
Vn,p,q, 7.0 <n —
mpfn<i— (qr)=pordn (nthprimei) —1<r—mpfr<i
1t_mpf_to_not_divides
Vn,i.0 <n—n=1Vmpfn<i— (nthoprimei fn)
eq_p_mpf
Vn,p, 1.0 <n— 0 <r—
r=1V (mpfr)<i—i=mpf(r=(nth_primei)™)

C.6 greatest common divisor (gcd)

divides_gcd_n

Yn, m.ged n mn
divides_gcd_m

Yn, m.ged n m|m
sym_gcd

Vn,m : nat.gcd n m = ged m n
eq_gcd_times_times_times_gcd

Ya,b,c: nat.(ged (cxa) (cxb)) = cx(ged a b)
eq_gcd_div_div_div_gecd

Va,b,m : nat.0 < m — m|a — mlb — ged (a/m) (b/m) = (ged a b)/m
divides_times_to_divides_div_gcd

Va,b,c: nat.a|(b*c) — (a/(ged a b))|e
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